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1. **KNN算法（K Nearest Neighbors）**

## KNN算法定义

**(Gemin 2.5)**

KNN 算法本身并没有复杂的数学“推导”过程，它更多是基于距离度量和邻居投票/平均的规则。其数学表示主要体现在以下几个方面：

1. 距离度量 (Distance Metric)
2. 寻找 K 个最近邻 (Finding K Nearest Neighbors)
3. 预测 (Prediction)
   1. 分类 (Classification)
   2. 回归 (Regression)

下面我们逐一进行数学公式的阐述。
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### **距离度量 (Distance Metric)**

计算待预测样本xtest与训练集中每个样本xi之间的距离是KNN的第一步。选择合适的距离度量对于KNN的性能至关重要。常用的距离度量包括：

1. **欧几里得距离 (Euclidean Distance)**

这是最常用的距离度量，衡量两点在多维空间中的直线距离。对于两个 m 维向量 *v*1=(*v*1,1,*v*1,2,…,*v*1,m) 和 *v2*=(*v*2,1,*v*2,2,…,*v*2,*m*)，欧几里得距离定义为：

在KNN中，计算*xtest*与训练样本*xi*的欧几里得距离为：

1. **曼哈顿距离 (Manhattan Distance)**

也称为城市街区距离或*L*1范数距离，衡量两点在坐标轴上的绝对差之和。

在KNN中，计算*xtest*与训练样本*xi*的曼哈顿距离为：

1. **闵可夫斯基距离 (Minkowski Distance)**

这是欧几里得距离和曼哈顿距离的推广，是*Lp*范数距离。

其中*p*是一个参数。

当*p*=1时，是曼哈顿距离。

当*p*=2时，是欧几里得距离。

当*p*→∞时，是切比雪夫距离 (Chebyshev Distance)，即各维度差的最大值：
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在KNN中，计算*xtest*与训练样本*xi*的闵可夫斯基距离为：

**寻找K个最近邻 (Finding K Nearest Neighbors)**

计算出待预测样本*xtest*与所有训练样本的距离后，将这些距离进行排序，选出距离最小的K个训练样本。设这K个最近邻的集合为![](data:image/x-wmf;base64,183GmgAAAAAAAOwFewLsCQAAAABqWQEACQAAAzIBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJgBRIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gBQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIF/uMAAAAAAJABAAAAAgQCABBTeW1ib2wAdDvstnRAAAAA0OEZAOMYtXT4r7p0uze1dAQAAAAtAQAACAAAADIKfgEHAgEAAAAoeRwAAAD7AgX+4wAAAAAAkAEAAAACBAIAEFN5bWJvbAB0O+y2dEAAAADQ4RkA4xi1dPivunS7N7V0BAAAAC0BAQAEAAAA8AEAAAgAAAAyCn4BswQBAAAAKRAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AiOIZAOMYtXT4r7p0uze1dAQAAAAtAQAABAAAAPABAQAJAAAAMgrgATcDBAAAAHRlc3QIAAAAMgrgAWYBAQAAAGtlHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAIjiGQDjGLV0+K+6dLs3tXQEAAAALQEBAAQAAADwAQAACAAAADIKgAGRAgEAAAB4EAgAAAAyCoABTAABAAAATgAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB0IQCKAgAACgAGAAAAYBhmliEAigK7N7V0BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)，对应的标签/数值集合为![](data:image/x-wmf;base64,183GmgAAAAAAADEOwQLsCQAAAAANUgEACQAAA4ACAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgALgDBIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gDAAAJgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIF/uMAAAAAAJABAAAAAgQCABBTeW1ib2wAdDvstnRAAAAAwOAZAOMYtXT4r7p0uze1dAQAAAAtAQAACAAAADIKngEaAgEAAAAoeRwAAAD7AgX+4wAAAAAAkAEAAAACBAIAEFN5bWJvbAB0O+y2dEAAAADA4BkA4xi1dPivunS7N7V0BAAAAC0BAQAEAAAA8AEAAAgAAAAyCp4BkgUBAAAAKTwcAAAA+wIF/uMAAAAAAJABAAAAAgQCABBTeW1ib2wAdDvstnRAAAAAwOAZAOMYtXT4r7p0uze1dAQAAAAtAQAABAAAAPABAQAIAAAAMgqeATEJAQAAACgAHAAAAPsCBf7jAAAAAACQAQAAAAIEAgAQU3ltYm9sAHQ77LZ0QAAAAMDgGQDjGLV0+K+6dLs3tXQEAAAALQEBAAQAAADwAQAACAAAADIKngHdCwEAAAApeQgAAAD6AgAAEAAAAAAAAAAEAAAALQEAAAUAAAAUAloA+QEFAAAAEwImAvkBHAAAAPsCvv3jAAAAAACQAQAAAAIEAgAQU3ltYm9sAHQ77LZ0QAAAANDhGQDjGLV0+K+6dLs3tXQEAAAALQECAAQAAADwAQEACAAAADIKngEoAAEAAAB7eRwAAAD7Ar794wAAAAAAkAEAAAACBAIAEFN5bWJvbAB0O+y2dEAAAADQ4RkA4xi1dPivunS7N7V0BAAAAC0BAQAEAAAA8AECAAgAAAAyCp4BMQwBAAAAfXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AiOIZAOMYtXT4r7p0uze1dAQAAAAtAQIABAAAAPABAQAJAAAAMgoAAmEKBAAAAHRlc3QIAAAAMgoAApAIAQAAAGtlCAAAADIKAAIVBQEAAABpAAgAAAAyCgACSgMBAAAAaXkIAAAAMgoAAnQBAQAAAGl5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAIjiGQDjGLV0+K+6dLs3tXQEAAAALQEBAAQAAADwAQIACAAAADIKoAG7CQEAAAB4PAgAAAAyCqABdgcBAAAATnkIAAAAMgqgAWkEAQAAAHl5CAAAADIKoAGkAgEAAAB4AAgAAAAyCqAByAABAAAAeQAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdDvstnRAAAAAiOIZAOMYtXT4r7p0uze1dAQAAAAtAQIABAAAAPABAQAIAAAAMgqgASAGAQAAAM4AHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAIjiGQDjGLV0+K+6dLs3tXQEAAAALQEBAAQAAADwAQIACAAAADIKoAG1AwEAAAAsPAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHQhAIoCAAAKAAYAAABXGGbpIQCKArs3tXQEAAAALQECAAQAAADwAQEAAwAAAAAA)。

**预测 (Prediction)**

根据找到的K个最近邻，对新样本*xtest*进行预测。预测方式取决于任务是分类还是回归。

1. 分类 (Classification)

在分类问题中，KNN 使用多数投票 (Majority Voting) 的方式来决定*xtest*的类别。新样本被赋予其K个最近邻中出现次数最多的类别。
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有时也会使用距离加权的投票，即距离越近的邻居权重越大。一种常用的加权方式是使用距离的倒数作为权重：

或者使用其他形式的权重函数，例如高斯核函数等。

1. 回归 (Regression)

在回归问题中，KNN 通常使用 K 个最近邻的标签值的平均值作为预测结果。

同样，回归问题也可以使用距离加权的平均，距离越近的邻居对预测值的贡献越大：

这个公式表示使用距离倒数作为权重的加权平均。